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Abstract

Recent advances in clinical medicine have elucidated two significantly different subtypes of
glioblastoma which carry very different prognoses, both defined by mutations in isocitrate
dehydrogenase-1 (IDH-1). The mechanistic consequences of this mutation have not yet been
fully clarified, with conflicting opinions existing in the literature; however, IDH-1 mutation
may be used as a surrogate marker to distinguish between primary and secondary glioblastoma
multiforme (sGBM) from malignant progression of a lower grade glioma. We develop a
mathematical model of IDH-1 mutated secondary glioblastoma using evolutionary game
theory to investigate the interactions between four different phenotypic populations within the
tumor: autonomous growth, invasive, glycolytic, and the hybrid invasive/glycolytic cells. Our
model recapitulates glioblastoma behavior well and is able to reproduce two recent
experimental findings, as well as make novel predictions concerning the rate of invasive growth
as a function of vascularity, and fluctuations in the proportions of phenotypic populations that
a glioblastoma will experience under different microenvironmental constraints.

1. Introduction

Our ability to tease apart pathologic differences in cancers
began with microscope and differential staining and has
progressed to the current age of molecular medicine.
The mantra of clinical medicine in the molecular age is
‘personalized medicine’—the hope that one day we will
be able to perfectly understand each person’s tumor at the
molecular and mechanistic level in order to prescribe the
perfect treatment. While we have made many advances
in subtyping many different cancers and even designed
molecularly targeted therapies, the results so far have been
disappointing. One cancer that has remained particularly
resistant to our therapies is glioblastoma multiforme (GBM),
which carries a prognosis of less than a year and certain
mortality.

1478-3975/11/015016+09$33.00

It has been understood for several years that there
are different subtypes of glioblastoma characterized by
mutation pattern and cell of origin [1], but this knowledge
has not altered our treatment strategy, only our ability
to prognosticate outcome. That these subtypes all end
up looking the same under the microscope and end up
behaving very similarly as aggregates is an example of
convergent evolution—genotypically different cells with
similar phenotypic characteristics.

Most recently, two significantly different classes of
glioblastoma have been identified which carry very different
prognoses [2—4]. These two groups of glioblastoma are, for
the most part, differentiated by mutations found in a single
coding region of an enzyme involved in the Krebs cycle,
isocitrate dehydrogenase 1 (IDH1). This mutation is present
in the majority of secondary glioblastomas (sSGBM) and low
grade gliomas (LGGs), many of which progress to become

© 2011 IOP Publishing Ltd  Printed in the UK
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sGBMs. Recent published works have stressed different
and sometimes opposing data concerning the effect of this
mutation. Specifically, work published by Zhao er al [5]
suggests that the major disruption of this mutation is metabolic
in nature leading to dysregulation of the conversion of
isocitrate to a-ketoglutarate (a-KG) and a concomitant increase
in the hypoxia inducible factor-1o (HIF-1a) expression which
is known to correlate with glioma progression [5]. In
counterpoint is the work of Dang et al [6] which suggests
that the levels of a-KG are unaffected, but that, instead, the
mutation leads to a gain of function and the production of the
onco-metabolite 2-hydroxyglutarate (2-HG). This byproduct
has been linked to the formation and progression of brain
tumors [7] in patients with the autosomal recessive disease L-
2-hydroxyglataric aciduria, but the mechanism is unknown.
Karcher et al [8] showed that the angiogenic cascade of
primary glioblastoma is almost entirely dependent upon
the vascular endothelial growth factor A (VEGF-A), while
secondary glioblastoma depends equivalently on VEGF-A and
the platelet-derived growth factor AB (PDGF-AB) suggesting
that the neovascularization between the two subtypes is likely
distinct.

These differences, while striking, have not yet made an
impact on the treatment of sGBM, nor have they allowed
for a consensus on the underlying mechanistic differences
stemming from these genetic changes. One significant
assumption that allows us to gain insight into these differences
is that excessive production of angiogenic factors can lead to a
vascular response that is far from optimal—with hallmarks of
disordered vasculature being tortuous, ineffective and leaky
vessels [9]. This has a direct implication for the IDHI
mutant sSGBM, since it has been suggested that this mutation
enhances the angiogenesis-inducing abilities of these tumors
through regulation of HIF-1e. This, in conjunction with
phenotypes that actively promote vascular formation (e.g.
hypoxic cells), leads us to the hypothesis that IDH1 mutant
sGBM, whilst good at recruiting vasculature, the functionality
of this vasculature will critically depend on the interactions
between the multiple phenotypes that makeup the tumor
population. We use evolutionary game theory (EGT) as
our modeling tool to investigate how interactions between
distinct tumor phenotypes (relevant to sGBM) affect cancer
progression.

In this paper we aim to integrate recent experimental
and clinical insights into a theoretical model to gain deeper
understanding of IDH1 mutated sGBM. In order to do that, we
developed an EGT model of the interactions between four
tumor phenotypes that we believe characterize sGBM and
the role of IDH-1 as it relates to angiogenesis, a hallmark
of this disease. The EGT-derived replicator equations show
that vascularization affects cancer progression in a way that
accelerates the emergence of invasive phenotypes. These
results are consistent with clinical imaging and suggest that
angiogenesis could play a major role in the dominance of
invasive glycolytic phenotypes in other types of cancer.

2. An evolutionary game theory model

EGT is a mathematical tool that began in the social and
economic sciences with the aim to understand how the
interactions between different entities, called players, affect
the outcome of a game [10-12]. EGT is also considered to
be a promising tool in which to frame oncological problems
[13]. With the new emphasis on cancer at the phenotypic level
[14, 15], the suitability of mathematical tools, such as EGT,
that focus on cell-cell interactions has been made more
relevant.

In EGT the behavior of the players is not assumed to be
based on rational payoff maximization, but it is thought to be
shaped by trial and error—adaptation through natural selection
or individual learning [16]. In the context of the evolution
of populations there are two game theory concepts that have
to be interpreted in a different light than in traditional game
theory. First, a strategy is not a deliberate course of action but
a phenotypic trait. The payoff is Darwinian fitness, that is,
average reproductive success. Secondly, the players compete
or cooperate to become a larger share of the population [11].

Early tumors are characterized by rapidly proliferating
cells that have become independent from the microenviron-
ment in regard to growth. It is also well known that tumor
cells in gliomas are more motile than in solid tumors with as
many as half of the patients having microscopic invasion of
glioblastoma cells in the contralateral hemisphere at diagno-
sis [17]. We assume that the IDHI1 mutants can emerge from
the rapidly proliferating population or from the motile popula-
tion. Thus, our model hypothesizes a tumor composed of four
glioma cell phenotypes: autonomous growth (AG), invasive
(INV), glycolytic (GLY) and a hybrid phenotype which is both
invasive and glycolytic INV-GLY). Only the last two types are
assumed to have the IDHI mutation. These phenotypes could
represent cells with any number of specific genetic mutations,
but in this model only the phenotype will be considered. It
is also important to realize that these labels are broad catego-
rizations of the phenotypes and that the INV phenotype is not
constantly on the move but just more likely to migrate than the
AG phenotype.

In our previous paper we described a simpler but similar
model [18], where we examined the interactions between three
cell phenotypes, AG, INV, and GLY, in order to understand
the relationship between invasion and glycolytic fractions.
The model described in this paper builds on the strengths
of the previous one and extends it with the addition of a
fourth phenotype, INV-GLY, and a parameter («) that allows
us to examine the effects of angiogenesis within the context
of sGBM. The relative costs and benefits of how cells with
different phenotypes interact with each other and with the
microenvironment are defined in the payoff table 1. We utilize
the same parameters as our previous model (c, k and n) [18]
and a new one («) which represents the benefit of vascularity
with regard to proliferation. The parameter ¢ represents the
cost of motility for the phenotypes capable of moving (INV and
INV-GLY), which is assumed to be very low in glioma when
compared with solid cancers like carcinomas. This fitness cost
can be viewed, among other things, as an opportunity cost that
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Table 1. The four phenotypes in the game are autonomous growth
(AG), invasive (INV), glycolytic (GLY) and invasive glycolytic
(INV-GLY). The base payoff in a given interaction is r and the cost
of moving to another location with respect to the base payoff is c.
The fitness cost of acidity is n and k is the fitness cost of having a
less efficient glycolytic metabolism. The benefits from having
access to the vasculature as a result of angiogenesis are reflected by
the parameter .

AG INV GLY INV-GLY

1 1 1
AG 3+5 1 ;—n+a 3 —n+o
INV 1—-c 1-3 1-% -3

1 a 1 a a
GLY y—k+n+a 1—k+9 5 —k+73 I—k+%
INV—GLY%—k+n+a l—k+5 1—=5—k+5 1—k—-¢+75

Table 2. List of variables used by the model.

Value Affected phenotypes Meaning

c INV, INV-GLY Cost of motility
k GLY, INV-GLY Cost having a glycolytic metabolism
n AG, INV Cost of living in an acid

microenvironment
o AG, GLY, INV-GLY Benefit from angiogenesis

moving cells incur since they cannot proliferate whilst moving
[19, 20] or as the cost for degrading and detaching from the
extra cellular matrix. The parameter k represents the cost of
utilizing glycolysis as opposed to the more efficient oxidative
phosphorylation. The parameter n represents the penalty that
cells suffer for living in an acidic environment created by the
glycolytic cells. GLY cells will suffer this penalty less as they
are adapted to live in acidic environments. The parameter «
represents the benefit of the surrounding vasculature. One way
of envisioning variations in « is the increase in oxygen and
nutrients resulting from an optimized vascularization resulting
from the release of HIF-1« and downstream proteins. Table 2
lists all model variables. These variables are normalized and
assumed to be in the range [0:1].

The payoff table 1 assumes that non-motile phenotypes
(GLY and AG) will share existing resources with the cells they
interact with, whereas motile phenotypes can chose whether to
stay or move. In the case of INV cells, they will always move
and leave existing resources for the cell it is interacting with
unless the interaction happens with another INV cell, in which
case one of the INV stays. INV-GLY cells behave as GLY cells
when interacting with non-glycolytic cells (AG and INV) but
move in response to the acidification of the environment.

One important difference with the previous model is
that angiogenesis is now possible for cells, once they reach
a critical mass, to produce enough angiogenic factor to
benefit from added vasculature. As a result of HIF-1a being
produced, resources needed for sustained tumor growth are
provided by newly formed vasculature. The model assumes
that glycolytic cells (GLY and INV-GLY), having the IDH-
1 mutation, produce more of this angiogenic factor. On the
other hand, cells that are moving (not just capable of motility
but stationary at a given time) do not produce significant HIF-
la. Furthermore, we assume that whereas too little HIF-1«
leads to insufficient vascularization, too much of it can lead

to leaky or otherwise defective vascularization [9]. This is
shown in the table by the fact that AG cells interacting with
other AG cells (assumed to produce only moderate amounts of
HIF-1a) receive a benefit of 5 from the moderate angiogenic
vasculature. On the other hand, AG cells interacting with
GLY cells produce, in combination, an optimal amount of
HIF-1o and obtain in return the total benefit derived from
functioning vascularity («). Finally, as IDH-1 mutant GLY
cells proliferate producing excessive amounts of HIF-1«, the
benefit of angiogenesis is a reduced %, consistent with the
angiogenic vasculature being leaky and inefficient in this case.

Another notable difference with the previous model is that
the cost of motility is assumed to be smaller in the presence of
acid-producing glycolytic phenotypes. This is represented by
a cost of motility § and represents the acid-mediated invasion
[21-23] of glioma cells throughout the brain, particularly along
the myelinated neuronal axons in the white matter of the brain
along which glioma cells are known to quickly invade [24, 25].
This reduced cost of motility also quantifies and models the
generally invasive characteristics of gliomas which are well
known for their diffuse invasion that has been quantified in
human gliomas to be at rates suggesting significant motility
on the time scale of hours [25, 26].

From the payoff table (table 1) it is possible to derive
replicator equations that describe the change in the tumor
populations over time. The fitness of any given population will
depend on the results of the interactions with other phenotypes.
If the proportion of INV phenotypes is p;, the proportion of
GLY ones is p, and the proportion of INV-GLY is p;,, then
the fitness of an AG cell is

r o
WAG) = (1= pi = py = pio) (5 +5 ) + Pi(r)
v e (5 o) s (5 —nva)
=t vt (S5-n). @

Similarly, the fitness of INV cells is

WANV) = (1 = pi — pg — Pig)r —¢) + pi (r B E)

2
N (o PO

c 2 2
=r—c+p,5+pg§c+pig§c. 2)
The GLY cell fitness is

.
W(GLY) = (1 — p; — pg — pig) (§—k+n+a>

o r o o
+p,»(r—k+5>+pg(§—k+Z)+p,-g<r—k+§)

r r—o
=(§—k+n+a>+p,-< > —n)
3 r—a
— Dg <n+Za)+p,-g (T—I/l), (3)

and finally INV-GLY is defined as
WANV-GLY) = (1 — pi — pg — pig)
X (i—k+n+a)+ ~(r—k+g)
2 b 2

+pg(r—g—k+%)+p,-g(r—k—%+%>
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= (%—k+n+a)+p,- (r;oz —n)

r—a ¢ r—a ¢
+pg< 5 —g—n>+p,-g<T—g—n). @)

The average fitness (W) of the entire population is given by
W = (1 = pi — pg — Pig)) W(AG) + p; W(INV)
+ pg W(GLY) + p;s W(INV — GLY). 5)

From these expressions it is possible to derive the discrete
replicator equations that describe, using the absolute fitness
of each of the populations, how the different phenotypic
populations change over time [16]. The proportion of a cellular
population in the model at a given time ¢ will depend not only
on its own fitness (W) but also on the fitness of the other cell
populations. If the fitness of a phenotype X, W (X), is higher
than the average fitness of all the phenotypes combined (W),
then the proportion of that phenotype will increase in ¢ + 1,
for as long as the reasons that keep the phenotype relatively fit
remain. The replicator equations are defined as follows:

W(INV)
Piy = Pi, T’
W (GLY)
pgt+l = pg, W ) (6)
W(INV — GLY)
Pigin = pl’ng'

It is important to bear in mind that the time steps do not
represent a specific measure of time.

3. Results

Since IDH1 has been implicated in the control of the
angiogenic cascade, we began our exploration of the parameter
space focused on the variable o which can be thought of
as a surrogate for vascularity or vascular fitness. In these
simulations, we measured the glycolytic fraction (GLY + INV-
GLY) as these cells are able to be approximated clinically with
imaging (MR spectroscopy or FDG-PET) and because earlier
work has suggested that emergence of the glycolytic phenotype
is a prerequisite for the emergence of invasion [18, 27]. We
found that in the glioma relevant areas of the parameter space
(with relatively low cost of glycolysis, k, and motility, c),
the pure GLY cells never composed a significant fraction of
the total glycolytic proportion after invasion emerged. And
since invasion is a definitive component of all human gliomas,
we chose to concentrate on measuring the proportion of the
population composed of INV-GLY cells.

To explore this relationship, we ran the replicator
equations for 5000 time steps for 1000 values (in increments
of 0.001 between 0 and 1) of @ and ¢ (cost of motility) and
measured the proportion of INV-GLY cells for a number of
k, n (cost of acidification) value pairs. Four representative
examples of such plots are shown in figure 1. As the cost
of glycolysis (value of k) increases, the proportion of the
parameter space in which INV-GLY cells dominate shrinks.
Through all values, a diagonal relationship emerges in which
we see that matched extreme values of @ and ¢ select against

INV-GLY cells. In the most glioma relevant plots (in which
the cost of glycolysis, k, and motility, c, are relatively low) we
see a strong dependence of the INV-GLY fraction on « for all
values of c. It is worth noting that for higher values of k, parts
of the parameter space show discontinuities that result from
the fact that purely GLY cells are very competitive with INV-
GLY for those values of ¢ and o and, given the oscillations
that characterize the population dynamics, the cutout time
step can show either GLY or INV-GLY dominance. A better
view of this would be that in that area of the parameter space,
coexistence of those two phenotypes should be expected.

Since the emergence of the INV-GLY phenotype may be
considered as a late stage event in glioma progression, we next
explored the speed at which the INV-GLY cells dominated
the entire tumor population. To do this we ran simulations at
specific value pairs of k and » and varied ¢ and « through all
possible values. Figure 2 shows four plots with escalating k
and n pairs matched to figure 1. We changed n at the same
rate as k as the cost of living in an acid environment has to be
higher than the cost of glycolysis for glycolytic phenotypes to
emerge in the tumor. To measure the speed of progression,
we subtracted the number of time steps it took for the tumor
to reach 50% INV-GLY from 1000 (the maximum number
of time steps the simulations were evaluated). So, a tumor
with a speed of 999 took only one time step to reach INV-GLY
dominance, while a tumor with a speed of 0 never achieved this
dominance. The diagonal relationship that emerged in figure
1 again appears in these plots, with matched extreme ¢ and o
values having a speed of 0. This is somewhat expected, based
on the results given in figure 1, since these tumors do not have
a large proportion of INV-GLY cells. There are some notable
areas of apparent discordance which can be misleading due to
an artifact of our endpoint (e.g. in the k = 0.2 plots, the low
a, high ¢ portion of the plot has a very high speed value but
a very low INV-GLY fraction, cf figures 1 and 2). While in
this portion of the parameter space the INV-GLY proportion
does indeed rapidly gain the majority proportion (high speed),
it does not end up becoming winning at the end of the game
(dynamic that is observed in data not shown).

While these plots have given us a big picture for
understanding the behavior of the model, we have endeavored
to understand the specific case of sGBM, and therefore a more
rigorous exploration of the relevant area of the parameter
space was warranted. Physiologically, the brain is always
given precedence in the case of sugar supply, so the cost of
glycolysis (k) is relatively low. It is well known that gliomas
are extremely motile tumors, which would suggest a low c. We
have shown that the behavior of the tumor is highly dependent
upon «, so we chose to explore the dynamics of changing o
on a tumor with k =0.1, ¢ = 0.1 and n = 0.2 (figure 3, control
row). What we found was a strong dependence on «, not only
on the temporal development of the different phenotypes in
the tumor, but also on the overall outcome. Specifically, we
observed that at low levels of «, the INV cells dominated, while
increasing levels of « not only caused the game to change in
favor of the INV-GLY cells but also sped up this outcome.
These outcomes from our EGT model are consistent with
observed behavior in LGG and sGBM tumors: LGGs do not
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Figure 1. The fraction of INV-GLY cells after 5000 time steps as we increase the cost of glycolysis (k = 0.01, 0.1, 0,2 0.3) and acidity (n =
0.02, 0.2, 0.3 and 0.4). The heatmap (from dark blue signifying low, to dark red signifying high) represents the proportion of INV-GLY
cells. High values of « select for INV-GLY phenotypes and both extremely low and extremely high values of ¢ select against it (by
promoting pure INV in the former and pure GLY in the latter). As the cost of glycolysis increases, even as the benefit of acidifying the

environment increases, the proportion of INV-GLY cells is reduced.

need new vasculature to survive and are capable of co-opting
the existing vasculature in the brain for long periods of time,
leading to a prognosis of decades. LGGs that do progress to
become sGBMs outgrow the native nutrient supply in the brain.
The connection to the IDH1 mutation that makes a distinction
between primary and secondary GBM lies in the promotion
of the glycolytic phenotype and suggests the hypothesis that
primary GBM may differ from sGBM only in the rate at which
they progress from a less malignant lesion. Specifically, the
rate of progression may be so rapid in some primary GBM that
by the time they are detected they have already become sGBM.
Furthermore, figure 3 shows that the steady state is dependent
on the value of « and that when this changes (as it is the case in
the second and third row in figure 3), the dynamics of the tumor
could change in ways that could reverse previous trends. Anti-
angiogenics (like VEGF-inhibitor bevacizumab) are currently
used clinically in an attempt to tame the angiogenic vasculature
found within gliomas [28]. The second row of figure 3

shows an investigation of the effect of treatment with anti-
angiogenics on our EGT-derived virtual gliomas. We iterated
the game for the parameter values found in figure 3(a)—(c),
and at time step 600 we imposed a decrease in alpha (vascular
fitness) to correspond to the anti-angiogenic treatment effect
in figures 3(d)—(f). In all cases, there is a significant selection
for the INV phenotype and away from GLY and GLY-INV
phenotypes. Further, the total proportion of the tumor that
is invasive (INV+ GLY-INV) increases with the treatment
with anti-angiogenic. These results are strikingly similar to
those observed clinically in which there is a dramatic increase
in invasion of these tumors. Figure 4 illustrates the case
of GBM treated with bevacizumab in which the glycolytic
fraction of the tumor is decreased (nodular tumor in figure 4(C)
decreases on FDG-PET as shown in figure 4(F)) and the
recurrent tumor exhibits a dramatic invasion across the corpus
callosum (figure 4(E)). Further, the simulations in figures 3(d)—
(f) suggest a testable prediction that SGBMs treated with
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Figure 2. The speed of progression toward the malignant invasive glycolytic phenotype as we increase the cost of glycolysis (k = 0.01, 0.1,
0,2 0.3) and acidity (n = 0.02, 0.2, 0.3 and 0.4). The heatmap (from dark blue signifying low, to dark red signifying high) represents the
speed. This is measured between 0 and 999, with the former implying that a majority of INV-GLY is never achieved and the latter implying

that this majority is reached after only one time step.

anti-angiogenics will become dominated by invasive

phenotypes that are less likely to be glycolytic.

4. Discussion

The advent of the molecular age has enabled the possibility
of truly personalized treatment of cancer. Increasingly
we are identifying important mutations that confer specific
advantages to tumors, and yet only in a handful of situations
have we been able to capitalize on this information. Much
work has been done of late in glioblastoma to understand
the specific genetic pathways at work in this disease. Most
recently, the mutation in IDH1 has been identified as a marker
of good prognosis for glioblastomas, but the mechanism for
this has yet to be elucidated. In this work we have attempted to
understand this prognostic change by building and exploring
a mathematical model that takes into consideration the recent
developments surrounding this mutation. We have chosen
EGT to explore this question because of its elegant simplicity
and because of its ability to tease apart interacting tumor
populations at the phenotype level.

The first test of any model should be to ensure that
it can recapitulate known behaviors. On this point our
model succeeds on a number of fronts. We found that
increasing the level of benefit of angiogenesis () in glioma
relevant areas of the parameter space corresponded with an
increased speed of progression, marked by a quicker arrival
at higher glycolytic fractions (figure 2). This result is nicely
corroborated in a clinical trial reported by Kruer et al [29] that
showed that patients with hypermetabolic tumors as imaged
using fluorodeoxyglucose (‘8F) FDG-PET had a significantly
quicker time to clinical progression (33 versus 52.3 months).
While this result is somewhat intuitive, another aspect of the
model behavior is less so, and could have tempered some of
the fervor toward anti-angiogenic therapies when they were
first introduced. We find that when we reduce the benefit
of angiogenesis (reduce «) the imaging surrogate for the
glycolytic phenotype, FDG-PET avidity, is blunted, and the
fraction of cells displaying the invasive phenotype is promoted.
This has recently been well documented by both imaging and
histologic studies [30] and serves as an explanation for the
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Figure 3. Plotof k=0.1,n=0.2, c=0.1 and « = 0.3, 0.32, 0.35. The first panel shows two interesting dynamics: with increasing benefit of
vasculature (increasing o), we see a more rapid progression as well as a higher overall proportion of cells with the GLY phenotype. Also,
decreasing o promotes the INV phenotype (stars) which is recapitulated in recurrent glioblastoma after bevacizumab treatment. The two
panels below the control one show what happens after bevacizumab has been administered after 600 time steps without assuming whether
the main effect would be a normalization of the angiogenic vasculature (which would increase «, shown in the second row) or the reduction
of the existing vasculature (which would have a negative effect on -, shown in the third row).

changes that we see in glioblastoma patients after failure of
bevacizumab (a monoclonal antibody to VEGF-«).

The recapitulation of known behaviors allows some
measure of confidence in our model and gives some credence
to predictions that the model can make. Now we can begin to
make observations about the mechanisms driving the behaviors
that were, otherwise, obscured by the biological complexity.
A recurring theme observed in the time-dependent behavior
of our model suggests an underlying mechanism driven by
interactions between different phenotypes. Specifically, the
emergence of the invasive phenotypes is always preceded
by a rise in the glycolytic fraction. This rise in the
glycolytic fraction is preceded by an overgrowth of AG cells.
Mechanistically, this could be explained as follows: AG
cells outgrow the resources available to them in their local
environment causing, among other things, hypoxia. This
hypoxia initiates the angiogenic cascade and begins to allow
the GLY cells to outcompete the AG cells. Once the GLY

cells grow into a viable proportion, the damage that they do
to the local environment with their excessive acid production
begins to promote the benefit of cells that can move to a new
place (INV). We see this sequence reproduced in nearly all
areas of the parameter space, and certainly in all the areas that
are relevant to glioma. Further, these results agree nicely
with earlier work done by this group suggesting that the
glycolytic phenotype is necessary to bring about the emergence
of invasion [18].

In addition to this sequence, there was an interesting
dynamic that emerged in some areas of the parameter space.
Figure 5 shows an example of two types of oscillatory behavior
that our model can produce. Even though neither manage to
sustain the oscillations for too long, they both exhibit dominate
alternating oscillations of high AG giving way to high INV.
In figure 5(a) the INV-GLY phenotype is an intermediary
between these and eventually aids in the emergence of the
INV population as the single dominant phenotype. Whilst
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Before Bevacizumab

After Bevacizumab

Loss of PET signal
~ Less Glycolysis

Figure 4. In this series of images, adapted from Iwamoto et al [30] we see three images from the same patient before and after treatment
with anti-angiogenic therapy, in this case bevacizumab. The top three images, representative of high alpha, show high glycolysis and low
invasion. After treatment with bevacizumab, we see a reduction in glycolytic fraction (blunting of FDG-PET avidity) and the promotion of
invasion, as predicted by our model.
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Figure 5. Two examples of oscillations that are characteristic of some of the simulations with the replicator equations. In both cases these
oscillations are transient, leading to a steady state characterized by non-glycolytic cells. In the first scenario, with high costs of motility and
glycolysis (k and ¢ = 0.4) and @ = 0.35, the steady state is dominated by purely invasive cells and the oscillations are characterized by
dominance of AG cells which leads to a surge in glycolytic cells that selects for invasive phenotypes. In the second scenario (k and ¢ = 0.4)
the slightly smaller value of o (0.25) means that glycolytic cells never emerge in large enough numbers to help purely invasive cells
dominate the tumor population.

there is no evidence that such oscillations truly occur in real In figures 1 and 2 we explored the effect of varying &,
tumors, it is an intriguing prediction that is also hinted at in  the cost of glycolysis, on the steady-state INV-GLY fraction
the sequence we discussed above, i.e. the metabolic activity and the speed at which INV-GLY cells reach a majority of the
of the tumor may have a cyclic nature that ultimately leads to  tumor population. This change in k could represent changes
emergence of a purely invasive population. in the levels of available substrate for glycolysis. It is possible



Phys. Biol. 8 (2011) 015016

D Basanta er al

that the value of k could change in a cyclical fashion as tumors
grow beyond their carrying capacity (increasing k) or produce
new vessels (which would decrease k). We found that the
proportion of INV-GLY phenotypes is sensitive to changes in
k and that, therefore, the proportion of INV-GLY cells could
change over periods of time as k varies up and down.

We have presented an evolutionary game theoretical
model weaving together recent discoveries concerning the
underlying biology of sGBM which nicely recapitulates the
known behavior of this disease and further serves to elucidate
some underlying mechanistic processes at the phenotype scale.
The newest hope on the horizon for glioma therapeutics
lies in new drugs targeting proteins necessary for invasion.
These drugs would serve to affect our model by artificially
increasing the cost of motility and are therefore testable
with our construct. Future work with this model will center
around perturbations with these novel therapeutics by varying
order, combinations and ‘dose’ allowing for testable clinical
hypotheses. Additionally, other investigations with this EGT
model include adapting the model parameter r that represents
the benefit from the fitness of the environment to make a clear
distinction between gray and white matter regions in the brain
as well as the differential cost of motility in each (c). Although
the game is not spatial, these aspects may be incorporated by
comparing multiple games and varying these parameters such
that they represent gliomas originating in ‘primarily’ gray or
white matter regions of the anatomy, as well as regions of
interface between the tissue types. Future work could also
include making the model more qualitative which would allow
a better validation of the model using image-driven parameter
estimation [31].
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